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CFT’s: why bother?

Large scales separation⇔ scale invariance through several length
scales

Scale invariance often a good bargain:
in 2D: buy 1 get ∞ free!
in higher D: buy 1 get D free!

AdS/CFT and Supersymmetry excellent tools, but some questions
cannot be addressed.

We would like to have a more general technique to deal with any CFT.
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Ising model

Model to describe critical phenomena (ex: phase transition in
ferromagnetism).

Based on a spin lattice with nearest-neighbors interactions:

H = − 1

T

∑
i

∑
j∼i

σiσj

Continuum limit: iteratively sum the spins in a block of size n and replace σi
with the average value.

QFT described by a scalar field σ(x) with non local interactions.

At the critical temperature the QFT flows to an IR fixed point. How can we
deal with such a theory?
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Easy in 2D: Virasoro algebra allows to solve exactly the CFT.

Techniques for 3D:

MonteCarlo simulations

ε−expansion: family of fixed points interpolates between 4 and 3
dimensions.

Good agreements with experiments but

theoretical uncertainty

ε−expansion: family of fixed points interpolates between 4 and 3
dimensions.

Can we do better?
Can we characterize a CFT without flowing to it from something else?
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Conformal Algebra

In D dimensions : Mµν , Pρ, D ,Kσ ' SO(D|2)
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Completeness of States⇒ Operator Product Expansion

O(x)∆1,0 ×O(0)∆2,0 =
1

|x|∆1+∆2

∑
∆,l

C∆,l(O(0)∆,l + descendants)
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The power of conformal invariance

Two point function: completely fixed

〈O(x)O(y)〉 =
1

|x− y|2d d = [O]

Three point function: fixed modulo a constant

〈O(x)O(y)O′(z)〉 =
C∆,l

|x− y|2d−∆|y − z|∆|x− z|∆ ∆ = [O′]

Use OPE to reduce higher point functions to smaller ones
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Four point functions

Recall the OPE

O ×O =
∑
O′

∆,l

C∆,l(O′∆,l + descendants)

Then

〈O(x)O(y)O(z)O(w)〉 ∼ u−d
∑
O′

∆,l

C2
∆,l

(
〈O′∆,lO′∆,l〉+ descendants

)

Conformal Blocks

g∆,l(u, v) = 〈O′∆,lO′∆,l〉+ descendants

They sum up the contribution of an entire representation
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More on Conformal Blocks

Old idea (70’s) but none could use them for long time, until..

’03: Dolan, Osborn

Eigenvector of a differential equation

(Casimir) g∆,l(u, v) = λ∆,l g∆,l(u, v)

Explicit expression

even dimension

external scalar fields

’11: Dolan, Osborn

Power series for l = 0 but any dimension

’12: El-Showk, Paulos, Poland, Rychkov, Simmons-Duffin, AV

closed form for any dimension l = 0, 1 (but u, v related)

Taylor expansion for any dimension and any l
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The Bootstrap program

Which expansion is the right one?

〈O(x)O(y)O(z)O(w)〉 vs 〈O(x)O(y)O(z)O(w)

They must produce the same result:

Constraint

u−d

1 +
∑
∆,l

C2
∆,lg∆,l(u, v)

 = v−d

1 +
∑
∆,l

C2
∆,lg∆,l(v, u)



Crossing symmetry⇒ Sum Rule

∑
∆,l

C2
∆,l

vdg∆,l(u, v)− udg∆,l(v, u)

ud − vd︸ ︷︷ ︸
Fd,∆,l

= 1

Fd,∆,l known functions

C2
∆,l unknown coefficients
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Geometric interpretation

∑
∆,l

C2
∆,l

vdg∆,l(u, v)− udg∆,l(v, u)

ud − vd︸ ︷︷ ︸
Fd,∆,l

= 1

1

venerdì 2 marzo 12

All possible sums of vectors with
positive coefficients define a cone

Crossing symmetry satisfied⇔ 1
is inside the cone

Restrictions on the spectrum
make the cone narrower

A cone too narrow can’t satisfy
crossing symmetry: inconsistent
spectrum
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Geometric interpretation

How can we distinguish feasible spectra from unfeasible ones?

1 1

VS

venerdì 2 marzo 12

For unfeasible spectra it exists a plane separating the cone and the vector.

More formally...

Look for a Linear functional

Λ[Fd,∆,l] ≡
Nmax∑
n,m

λmn∂
n∂mFd,∆,l

such that
Λ[F1,∆, l] > 0 and Λ[1] < 0
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Which spectrum?

Give me a spectrum and I’ll tell you if it respects crossing symmetry

Ex: Scalar field in 4D

Take a scalar field φ with dimension d.

Assume the OPE φ× φ contains scalar operators with dimension larger
than ∆0.

Question: how large can ∆0 be?

d

∆0

Upper bound on dim(φ2)

1 1.2 1.4 1.6 1.8
2

2.5

3

3.5

4

4.5

5

5.5

Figure 2: An upper bound on the dimension of φ2, the lowest dimension scalar appearing in φ × φ.
Curves for k = 2, . . . , 11 are shown, with the k = 11 bound being the strongest.

SU(N) turn out to be identical to those for singlets of SO(2N). Hence, we will present all
SU and SO singlet bounds together, with even values of N standing for both SO(N) and
SU(N/2).

Previous attempts to compute bounds for theories with global symmetries have been
somewhat hindered by the need to optimize over very high-dimensional spaces. Since the
vectorial sum rule Eq. (2.14) has three components, a given k corresponds to

k(k + 1)

2
× 3 (3.2)

different linear functionals. The linear programming methods implemented so far are essen-
tially limited to a search space dimension that is not much larger than ∼ 50, or k ∼ 5 for
SO(N). Worse, SU(N) vectorial sum rules have six components, making them even harder
to explore. However, our semidefinite programming algorithm appears to have few problems
with large search spaces, and we will present most of our bounds up to k = 11, regardless of
the type of global symmetry group.

As an example, figure 3 shows a bound on the lowest dimension singlet in theories with
an SU(2) or SO(4) global symmetry.9 This bound is particularly interesting for conformal

9Note that to compute the SO(4) bound, we have only used the triple sum rule of Eq. (2.14). It

20

When d . 1.6, no CFT exists without
relevant operator in φ× φ
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different linear functionals. The linear programming methods implemented so far are essen-
tially limited to a search space dimension that is not much larger than ∼ 50, or k ∼ 5 for
SO(N). Worse, SU(N) vectorial sum rules have six components, making them even harder
to explore. However, our semidefinite programming algorithm appears to have few problems
with large search spaces, and we will present most of our bounds up to k = 11, regardless of
the type of global symmetry group.

As an example, figure 3 shows a bound on the lowest dimension singlet in theories with
an SU(2) or SO(4) global symmetry.9 This bound is particularly interesting for conformal

9Note that to compute the SO(4) bound, we have only used the triple sum rule of Eq. (2.14). It
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Which OPE coefficient?

Same story with OPE coefficients

Ex: Scalar field in 4D

Take a scalar field φ with dimension d.

Assume φ× φ contains an operator O∆0,l0 and OPE C0.

Substitute in the RHS of the Sum Rule: 1 −→ 1− C0F∆,l

Question: how large can C0 be?

�C0F�0,l0

1 � C0F�0,l0

1

martedì 6 marzo 12

close to 2 and λ0 <
√

2. The issue is that both of these scenarios can lead to very similar
conformal block contributions to the 4-point functions that we are studying. On the other
hand, if we knew that there was only a single operator appearing in the OPE up to a certain
dimension, this ambiguity could not occur and we would be able to also place lower bounds
on its OPE coefficient. In the next subsection we will study this possibility in more detail,
focusing on protected operators appearing in the Φ × Φ OPE in SCFTs.

λO0

Upper bounds on scalar OPE coefficients, d = 1.01, . . . , 1.66
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Figure 10: Upper bounds on the OPE coefficient of a scalar operator O0 ∈ φ × φ (not necessarily
of lowest dimension). Each curve is for a different value d = 1.01, . . . , 1.66, with a spacing of 0.05
and d = 1.01 corresponding to the lowest curve. Here we have taken k = 11.

4.2 Protected Operators in Superconformal Theories

As we reviewed in section 2.3, if Φ is a chiral superconformal primary of dimension d in an
N = 1 SCFT, the Φ × Φ† OPE contains superconformal primaries of dimension ∆ ≥ " + 2
and their descendants. On the other hand, the Φ × Φ OPE can contain a chiral Φ2 operator
of dimension 2d, superconformal descendants QO! of protected operators having dimension

2d + ", and superconformal descendants Q
2O of unprotected operators with a dimension

satisfying ∆ ≥ |2d − 3| + 3 + ".

Notice that, as long as d < 3/2, there is necessarily a gap between the dimensions of
the protected operators appearing in the Φ×Φ OPE and the dimensions of the unprotected
operators. This gap is a consequence of the unitarity constraints on operator dimensions
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Comparison with 2D results

Minimal models: family of 2D CFT’s completely solved:

σ × σ ∼ 1 + ε+ .....

... contains:

Other Virasoro primaries

Virasoro Descendants

Conformal descendants
Consider the plane ∆σ, ∆ε:

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
0.0

0.5

1.0

1.5

d

D
m
in

lunedì 5 marzo 12

Bound on maximal value of ∆ε

A kink signals the presence of the
Ising Model



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

Comparison with 2D results

Minimal models: family of 2D CFT’s completely solved:

σ × σ ∼ 1 + ε+ .....

... contains:

Other Virasoro primaries

Virasoro Descendants

Conformal descendants

Consider the plane ∆σ, ∆ε:

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
0.0

0.5

1.0

1.5

d

D
m
in

lunedì 5 marzo 12

Bound on maximal value of ∆ε

A kink signals the presence of the
Ising Model



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

Comparison with 2D results

Minimal models: family of 2D CFT’s completely solved:

σ × σ ∼ 1 + ε+ .....

... contains:

Other Virasoro primaries

Virasoro Descendants

Conformal descendants
Consider the plane ∆σ, ∆ε:

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
0.0

0.5

1.0

1.5

d

D
m
in

lunedì 5 marzo 12

Bound on maximal value of ∆ε

A kink signals the presence of the
Ising Model



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

Comparison with 2D results

Minimal models: family of 2D CFT’s completely solved:

σ × σ ∼ 1 + ε+ .....

... contains:

Other Virasoro primaries

Virasoro Descendants

Conformal descendants
Consider the plane ∆σ, ∆ε:

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
0.0

0.5

1.0

1.5

d

D
m
in

lunedì 5 marzo 12

Bound on maximal value of ∆ε

A kink signals the presence of the
Ising Model



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

Comparison with 2D results

Minimal models: family of 2D CFT’s completely solved:

σ × σ ∼ 1 + ε+ .....

... contains:

Other Virasoro primaries

Virasoro Descendants

Conformal descendants
Consider the plane ∆σ, ∆ε:

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
0.0

0.5

1.0

1.5

d

D
m
in

lunedì 5 marzo 12

Bound on maximal value of ∆ε

A kink signals the presence of the
Ising Model



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

(Re)discovering 2D Ising

Experimentally only one parameter must be tuned to reach the critical point
⇒ only 1 relevant scalar

Allowed region in ∆σ, ∆ε plane if ∆ε′ ≥ 3∗?

0.00 0.05 0.10 0.15 0.20

0.2

0.4

0.6

0.8

1.0

1.2

2D Ising model

Figure 5: Shaded : the region of the (��,�") plane consistent with the assumed constraint
�"0 � 3 and the crossing symmetry in 2D CFT. Computed via the algorithm of [21, 22] with
derivatives up to order 10. The tip of the allowed region is at the point �� ⇡ 0.124,�" ⇡ 0.996.

and �"0 .
8

To summarize: In the previous section we learned that the knee in the bound of Fig. 3
was at the 2D Ising model point. This was intriguing but not su�ciently precise to determine
the � and " dimensions, since the knee was not very sharply defined. In this section we
instead found that by imposing a requirement that "0 be strongly irrelevant, one can get
a much sharper constraint. The 2D Ising is now at the tip of the allowed region, and the
dimensions are easier to extract.

What makes this approach useful is that the results depend only weakly on the assumed
lower bound on �"0 . Thus we can use a very rough estimate for �"0 , like the one coming
from the first order ✏-expansion, and still get a good determination of �� and �".

6 The road to 3D

Proposal : The 3D Ising model critical exponents can be determined with CFT techniques.
One should just redo the plots of Fig. 3 and especially Fig. 5 for D = 3. One should then
look for the knee and for the tip.

As already mentioned, the lower bound on the "0 dimension appropriate to use in the
3D analogue of Fig. 5 can be inferred from the ✏-expansion:

�"0 = (4 � ✏) + ✏ + O(✏2) ⇡ 4 .9 (6.1)

Notice that the operator "0 in this case is the S = �4 of Eq. (3.2), which is relevant in the
UV but becomes irrelevant in the IR. The previous equation refers to its IR dimension.

On the other hand in the 3D Gaussian scalar theory of the type mentioned in footnote 7,
the operator "0 = :(@2�)�: will have an appreciably smaller dimension 2�� + 2 ⇡ 3. Thus

8Somewhat similarly, Ref. [28] has derived lower bound on the OPE coe�cients of protected operators
in the chiral⇥chiral OPE as a consequence of a gap between protected and unprotected operators. In their
case the gap followed from SUSY constraints on the OPE structure.

9Review [29] gives an estimate �"0 ⇡ 3.84(4) from a variety of theoretical techniques.

12

Tip ending at Ising Model: Ising first CFT with only one relevant operator!

Important

No use of Virasoro algebra. Extend the method to 3D right away

∗3 instead of 2 to exclude generalized free theories. In Ising ∆ε′ = 4
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derivatives up to order 10. The tip of the allowed region is at the point �� ⇡ 0.124,�" ⇡ 0.996.

and �"0 .
8

To summarize: In the previous section we learned that the knee in the bound of Fig. 3
was at the 2D Ising model point. This was intriguing but not su�ciently precise to determine
the � and " dimensions, since the knee was not very sharply defined. In this section we
instead found that by imposing a requirement that "0 be strongly irrelevant, one can get
a much sharper constraint. The 2D Ising is now at the tip of the allowed region, and the
dimensions are easier to extract.

What makes this approach useful is that the results depend only weakly on the assumed
lower bound on �"0 . Thus we can use a very rough estimate for �"0 , like the one coming
from the first order ✏-expansion, and still get a good determination of �� and �".

6 The road to 3D

Proposal : The 3D Ising model critical exponents can be determined with CFT techniques.
One should just redo the plots of Fig. 3 and especially Fig. 5 for D = 3. One should then
look for the knee and for the tip.

As already mentioned, the lower bound on the "0 dimension appropriate to use in the
3D analogue of Fig. 5 can be inferred from the ✏-expansion:

�"0 = (4 � ✏) + ✏ + O(✏2) ⇡ 4 .9 (6.1)

Notice that the operator "0 in this case is the S = �4 of Eq. (3.2), which is relevant in the
UV but becomes irrelevant in the IR. The previous equation refers to its IR dimension.

On the other hand in the 3D Gaussian scalar theory of the type mentioned in footnote 7,
the operator "0 = :(@2�)�: will have an appreciably smaller dimension 2�� + 2 ⇡ 3. Thus

8Somewhat similarly, Ref. [28] has derived lower bound on the OPE coe�cients of protected operators
in the chiral⇥chiral OPE as a consequence of a gap between protected and unprotected operators. In their
case the gap followed from SUSY constraints on the OPE structure.

9Review [29] gives an estimate �"0 ⇡ 3.84(4) from a variety of theoretical techniques.

12

Tip ending at Ising Model: Ising first CFT with only one relevant operator!

Important

No use of Virasoro algebra. Extend the method to 3D right away

∗3 instead of 2 to exclude generalized free theories. In Ising ∆ε′ = 4



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

3D Ising Model

Some notation:

σ × σ ∼ 1 + ε+ ε′ + ε′′ + .... L = 0

+ Tµν + T ′ + ... L = 2

+ C + C′ + ... L = 4

Allowed regions in ∆σ, ∆ε plane ?

0.50 0.55 0.60 0.65 0.70 0.75 0.80
DΣ1.0

1.2

1.4

1.6

1.8

DΕ

0.516 0.517 0.518 0.519 0.520
DΣ1.400

1.405

1.410

1.415

1.420
DΕ

Already excluding part of ε−expansion prediction



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

3D Ising Model

Some notation:

σ × σ ∼ 1 + ε+ ε′ + ε′′ + .... L = 0

+ Tµν + T ′ + ... L = 2

+ C + C′ + ... L = 4

Allowed regions in ∆σ, ∆ε plane ?

0.50 0.55 0.60 0.65 0.70 0.75 0.80
DΣ1.0

1.2

1.4

1.6

1.8

DΕ

0.516 0.517 0.518 0.519 0.520
DΣ1.400

1.405

1.410

1.415

1.420
DΕ

Already excluding part of ε−expansion prediction



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

3D Ising Model

Some notation:

σ × σ ∼ 1 + ε+ ε′ + ε′′ + .... L = 0

+ Tµν + T ′ + ... L = 2

+ C + C′ + ... L = 4

Allowed regions in ∆σ, ∆ε plane ?

0.50 0.55 0.60 0.65 0.70 0.75 0.80
DΣ1.0

1.2

1.4

1.6

1.8

DΕ

0.516 0.517 0.518 0.519 0.520
DΣ1.400

1.405

1.410

1.415

1.420
DΕ

Already excluding part of ε−expansion prediction



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

3D Ising Model

Some notation:

σ × σ ∼ 1 + ε+ ε′ + ε′′ + .... L = 0

+ Tµν + T ′ + ... L = 2

+ C + C′ + ... L = 4

Allowed regions in ∆σ, ∆ε plane if ∆ε′ ≥ 3 ?

++

Ising

0.50 0.55 0.60 0.65 0.70 0.75 0.80
DΣ1.0

1.2

1.4

1.6

1.8

DΕ

Allowed Region Assuming DΕ' > 3.0

Ising

0.510 0.515 0.520 0.525 0.530
DΣ1.38

1.39

1.40

1.41

1.42

1.43

1.44
DΕ

HZoomedL Allowed Region Assuming DΕ' > 3.0



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

3D Ising Model

Some notation:

σ × σ ∼ 1 + ε+ ε′ + ε′′ + .... L = 0

+ Tµν + T ′ + ... L = 2

+ C + C′ + ... L = 4

Allowed regions for in ∆σ, ∆ε plane if ∆ε′ ≥ 3.4 ?

++

Ising

0.50 0.55 0.60 0.65 0.70 0.75 0.80
DΣ1.0

1.2

1.4

1.6

1.8

DΕ

Allowed Region Assuming DΕ' > 3.4

Ising

0.510 0.515 0.520 0.525 0.530
DΣ1.38

1.39

1.40

1.41

1.42

1.43

1.44
DΕ

HZoomedL Allowed Region Assuming DΕ' > 3.4



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

3D Ising Model

Some notation:

σ × σ ∼ 1 + ε+ ε′ + ε′′ + .... L = 0

+ Tµν + T ′ + ... L = 2

+ C + C′ + ... L = 4

Allowed regions in ∆σ, ∆ε plane if ∆ε′ ≥ 3.8 ?

++

Ising

0.50 0.55 0.60 0.65 0.70 0.75 0.80
DΣ1.0

1.2

1.4

1.6

1.8

DΕ

Allowed Region Assuming DΕ' > 3.8

Ising

0.510 0.515 0.520 0.525 0.530
DΣ1.38

1.39

1.40

1.41

1.42

1.43

1.44
DΕ

HZoomedL Allowed Region Assuming DΕ' > 3.8



Why should we care about CFT’s? CFT Handbook Simple results The Ising Model: 2D vs 3D Summary

3D Ising Model

Some notation:
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3D Ising Model

Assumptions

Conformal symmetry at the fixed
point

safe assumptions on ∆ε′

safe assumptions on ∆T ′

⇒ (∆σ,∆ε) predicted with good accuracy

∆σ, ∆ε are the best measured quantities:

∆exp
σ = 0.5183(4), ∆exp

ε = 1.412(1)

one would like to assume them and predict the others
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Back to 2D Ising Model

Compute bounds on OPE coefficients assuming ∆σ = 1/8, ∆ε = 1
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L=2
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DO
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1 ´ 10-4

5 ´ 10-4

0.001
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0.01
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L=4

Clear evidence of peaks: are they physical?

Position determines the dimension ∆O operators entering the σ × σ OPE

Height determines the OPE coefficient CO of operators entering the σ × σ
OPE
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Now 3D Ising Model

Compute bounds on OPE coefficients assuming ∆σ ∼ 0.5182, ∆ε ∼ 1.412
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L=4, d=0.518

Again evidence of peaks:

L=2

Energy momentum tensor, ∆T = 3
∆T ′ ∼ 5.5?

L=4

∆C ∼ 5. ?
∆C′ ∼ 7.3?
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What is the central charge of the Ising Model?

Allowed values of cT as function of ∆σ:

0.50 0.52 0.54 0.56 0.58 0.60
DΣ

0.95

1.00

1.05

1.10

1.15

1.20
central charge

The minimum is in correspondence of Ising. It predicts
cIsing
T /cfree

T ∼ 0.94− 0.95

No accurate measurement nor calculation to compare with.
ε−expansion at first order gives cIsing

T /cfree
T ∼ 0.98

Note on 2D

Similar methods give cIsing
T ∼ 0.4999 and cexact

T = 0.5.
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Ising: Summary

Incredible agreement between results and experimental observations
points to the conclusion that Ising 3D is a true CFT.

Bootstrap unveils a structure.

More tools are needed to precisely reveal this structure: ex combine

〈σσσσ〉 and 〈σσεε〉

Hunting for 4D Ising model?
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Conclusions

Conformal bootstrap gives us insights about genuine strongly coupled
CFT’s

We built a machinery that deals with space-time dimensions
democratically (although in even dimension we have more tools)

SCT’s can be explored in a similar fashion. N = 1 already started,
N = 2, 4 on the "to-do" list.

Compare with AdS/CFT techniques.

Bootstrap in Mellin space?
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